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Abstract

The novel phenomena in nanophotonic materials, such as the angle-dependent reflection and negative refraction effect, are closely
related to the photonic dispersions E(p). E(p) describes the relation between energy E and momentum p of photonic eigenmodes,
and essentially determines the optical properties of materials. As E(p) is defined in momentum space (k-space), the experimental
method to detect the energy distribution, that is the spectrum, in a momentum-resolved manner is highly required. In this review,
the momentum-space imaging spectroscopy (MSIS) system is presented, which can directly study the spectral information in
momentum space. Using the MSIS system, the photonic dispersion can be captured in one shot with high energy and momentum
resolution. From the experimental momentum-resolved spectrum data, other key features of photonic eigenmodes, such as quality
factors and polarization states, can also be extracted through the post-processing algorithm based on the coupled mode theory. In
addition, the interference configurations of the MSIS system enable the measurement of coherence properties and phase information
of nanophotonic materials, which is important for the study of light-matter interaction and beam shaping with nanostructures. The
MSIS system can give the comprehensive information of nanophotonic materials, and is greatly useful for the study of novel
photonic phenomena and the development of nanophotonic technologies.
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1. Introduction

The study of nanophotonic materials has become a vibrant
multidisciplinary field, providing opportunities and challenges
for both fundamental and applied research. Nanophotonic ma-
terials, such as photonic crystals (PhCs) [1–4], plasmonic struc-
tures [5–9] and metamaterials [10–14], are composed of micro-
nano structures, which can mold the motion of photons at a
wavelength or even subwavelength scale, giving us the fascinat-
ing new ways to control light. In photonic systems, the states of
motion of photons, that is photonic eigenmodes, are labelled by
photon energy E and momentum p. The dependence of E on p,
known as photonic dispersion E(p), describes the energy levels
of photonic eigenmodes in momentum space. Photonic disper-
sions determine the material’s responses to the external light
fields, and result in a variety of novel phenomena in nanopho-
tonic materials. For example, the angle-dependent reflection
effect of three-dimensional PhCs [15, 16] is originated from
photonic band gaps (PBGs) in their dispersions; and the neg-
ative refraction effect in metamaterials [10] is a result of the
negative dispersion band curvature. The photonic dispersion
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engineering provides an exquisite control over the propagation
and localization of photons, driving novel applications in solid-
state lighting [17–19], new generation energy technology [20–
22], optical sensing [4, 23, 24] and optical computing [25–28].
The comprehensive investigation of photonic dispersion infor-
mation has played a key role for the fundamental research, such
as the study of light-matter interactions [29, 30], topological
photonics [31–38] and non-Hermitian photonics [39–41].

Since the photon energy E is directly proportional to its fre-
quencyω, it is essential to detect the frequency distribution, that
is spectrum, in a momentum-resolved manner for the investiga-
tion of E(p). As yet there are several methods introduced for
the momentum-resolved spectrum measurement. One method
is using the phase-sensitive heterodyne near-field optical micro-
scope [42, 43], where both intensity and phase of near fields can
be detected by a complicated integration system including the
near-field probing system, optical fiber Mach–Zehnder interfer-
ometer and acousto-optic modulator. The momentum values
can be further retrieved by the numerical Fourier transform (FT)
of the spatial field distribution. However, it usually takes a long
time to get a high momentum-resolution result by this method,
because high momentum resolution requires scanning over a
large spatial area. Besides, the spectral range of this method
is generally limited as it has to use the coherent laser light.
Another method to measure the momentum-resolved spectra is
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Figure 1: The momentum-space imaging spectroscopy has the capability of momentum-, frequency-, polarization- and phase-resolved measurement. It has been
used to study the photonic dispersions including band structures and iso-frequency contours, to extract the key features of eigenmodes like quality factors and
polarization states, as well as to characterize the coherence properties and wavefronts of the radiation from nanophotonic materials.

variable-angle spectroscopy [44–46], which can obtain the far-
field spectra at different angles with the relative rotation of light
source and detector around the sample. The in-plane momen-
tum of photons can be determined by the angle and wavelength
values. However, the variable-angle spectroscopy is not suit-
able for the micro-size samples, because it is usually hard to
reduce the sample-plane light spot size down to the microm-
eter scale. Recently, the optical-FT method [29, 47–53] has
been proposed for the study of nanophotonic materials, which
is capable of a wide spectral range and high momentum reso-
lution. Instead of numerical FT, this method uses the optical
FT performed by optical lenses to obtain the momentum-space
information. It doesn’t require any one-by-one position scan or
angle scan, allowing a fast-speed measurement and the applica-
bility for micro-size samples.

Inspired by the optical-FT momentum-resolved method, the
momentum-space imaging spectroscopy (MSIS) system has
been developed, which can directly measure the spectral in-
formation in momentum space. As illustrated in Fig. 1, the
MSIS system has the capability of momentum-, frequency-,
polarization- and phase-resolved measurement. It has become a
powerful tool for the comprehensive study of nanophotonic ma-
terials. Using the aberration-corrected optical system together
with the 2D detector, MSIS can capture the photonic disper-
sions in one shot with high energy and momentum resolution.
As different photonic eigenmodes can be easily separated from
the momentum-resolved spectrum data, we can further extract
other key features of photoinc eigenmodes, such as the quali-
tiy factors [39, 54, 55] and polarization states [53, 56, 57], by
use of the post-processing algorithm based on coupled mode

theory. In addition, with the interference configurations, MSIS
can obtain not only the intensity but also the phase responses
of nanophotonic materials, which is of much help for both fun-
damental and applied research fields, such as light-matter in-
teraction [30, 58], wavefront control [59–62] and generation of
optical vortices based on nanostructures [63, 64]. In the fol-
lowing sections, we first introduce the general principle and ex-
perimental set-up of the MSIS system. Then, we focus on its
applications including the study of photonic dispersions, pho-
tonic eigonmode analyses, the experimental characterization of
coherence properties and phase responses and novel light prop-
agation in nanophotonic materials. Both post-processing algo-
rithms and application results are presented.

2. Experimental system design and set-up

2.1. General principle

Momentum space is closely related to real space (position
space) by FT. Mathematically, if a function is given in real
space, then its FT obtains the function in momentum space [65].
As mentioned above, the momentum information of nanopho-
tonic materials can be retrieved by the numerical FT of the spa-
tial field distribution. However, this method requires the com-
plicated measurement system and is limited in terms of momen-
tum resolution and spectral range.

As illustrated in Fig. 2, the optical lens has an inherent abil-
ity to perform 2D optical FT [66, 67], providing an efficient
way for the measurement of momentum space information. In
Fig. 2, light emanates from a sample which is placed on the
front focal plane of the lens, and propagates along the direction
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(θ, ϕ) with the momentum vector p = ~k (the purple arrow),
where k is the wavevector. The projection of p onto the sam-
ple plane gives the in-plane momentum vector p‖ (the orange
arrow), which can be determined by (θ, ϕ)

p‖ = ( k0 sin θ cosϕ, k0 sin θ sinϕ ), (1)

where k0 = 2π/λ is the magnitude of k. Through the optical
lens, light with momentum p can be focused on the back focal
plane (BFP) of the lens. A position vector rBFP is defined on
the BFP to indicate where the light is focused. In the ideal case
where the lens is aberration free and infinity corrected, the Abbe
sine condition [68, 69] can be fulfilled, according to which the
magnitude of rBFP is proportional to the sine of θ. Thus, there
exists a relationship between (θ, ϕ) and the position vector rBFP
(the green arrow in Fig. 2), given by

rBFP = ( h sin θ cosϕ, h sin θ sinϕ ), (2)

where h is a factor related to the focal length of lens and the
refractive index of environment. It can be clearly seen from
Eqs. (1) and (2) that there is a one-to-one correspondence be-
tween rBFP and p‖, indicating that the BFP image can be viewed
as the in-plane momentum distribution of light from sample.

Figure 2: Schematic graph of the 2D optical Fourier transform performed by
an optical lens. The projection of light momentum p (the purple arrow) onto
the sample plane gives the in-plane momentum vector p‖ (the orange arrow),
which can be determined by the light propagation direction (θ, ϕ). In the ideal
case where the lens is aberration free and infinity corrected, there exists a rela-
tionship between (θ, ϕ) and the position vector rBFP where the light is focused
(the green arrow in Fig. 2) given by Eq. (2).

2.2. Experimental setup

Based on the optical FT performed by optical lenses, the
MSIS system has been developed, which is composed of three
parts: a momentum-space imaging part, a spectral imaging
detection part and a phase-resolved measurement part. The
schematic diagram of the MSIS experimental setup is illustrated
in Fig. 3. Note that, for simplicity, we only show the reflection
configuration here. The MSIS system can also work in both re-
flection and transmission configurations. In the following part
of this article, we will show the experimental results including

both transmision and reflection applications. And more details
about the transmission setup can be found in Refs. [57, 64].

The momentum-space imaging part is the optical system
used for high-resolution momentum-space imaging. As men-
tioned above, we can use an optical lens to perform the optical
FT and obtain the momentum space information on its BFP.
However, a single lens is insufficient to provide high-resolution
imaging results due to the optical aberrations [67, 69] such as
chromatic aberration, spherical aberration and coma. Aberra-
tions cause the image to be blurred or distorted, greatly affect-
ing the measuring accuracy. Therefore, instead of a single lens,
a plan-corrected apochromatic objective lens [70] is used in the
MSIS experimental setup, containing a complex internal lens
system made up of many lens elements. The objective lens
enables the aberration correction, as well as the microscale-
sample measurement. Then, we use four achromatic doublet
lenses following the objective lens to image its BFP on the de-
tector. The four-lens imaging part is kept in the vicinity of the
optical axis so that the paraxial approximation is valid where
light is treated as a ray and its wave nature resulting in aberra-
tions is omitted [67].

It is worth mentioning that, the similar optical system to
the four-lens imaging part can also be added between the light
source and the beam splitter close to the objective. In this case,
there is an image plane of the objective’s BFP in the incident
light path, on which one point corresponds to one angle of light
on the sample based on Eq. (2). By focusing light from source
on this BFP image plane, we are able to control the incident
light angle, which is important for many experiments, such as
the grating diffraction experiment and the phase-resolved mea-
surement as described below.

The spectral imaging detection part of MSIS allows us to
capture the momentum-space spectral information in one shot,
providing a greatly improved measuring efficiency. This part
has three operation modes: the iso-frequency mode, the color-
ful mode and the spectral mode. (1) In the iso-frequency mode,
a 2D monochrome charged-coupled-device (CCD) camera is
placed on the imaging plane of the BFP of objective lens, as
illustrated in Fig. 3. The light frequency of interest can be se-
lected by using a single-wavelength laser source, or an incoher-
ent source in conjunction with a narrow bandpass filter. In this
way, the iso-frequency contour [71, 72], which indicates the op-
tical modes with constant frequency value in momentum space,
can be imaged on the 2D monochrome CCD camera. It is essen-
tial for understanding photonic phenomena dependent on the di-
rection of group velocities, such as negative refraction [73, 74]
and superprisms [75]. (2) In the colorful mode, a 2D color CCD
camera is used instead of the monochrome one. With the illu-
mination of white light source, the color distribution in momen-
tum space can be directly imaged. Given the close association
between momentum space and angular distribution, the color-
ful mode provides a visual way of measuring angle-dependent
spectral responses for nanophotonic materials, especially struc-
tural color materials [76–78]. (3) In the spectral mode, the
momentum-space information is detected by an imaging spec-
trometer, with its entrance slit conjugated to the BFP image.
Light entering the spectrometer is dispersed by the diffraction
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Figure 3: Schematic graph of the momentum-space imaging spectroscopy experimental setup, composed of three parts: momentum-space imaging part, spectral
imaging detection part, and phase-resolved measurement part respectively.

grating within, and finally detected by a monochrome 2D CCD
camera. One axis of CCD is parallel to the entrance slit and
used to resolve the momentum value of light, while the other
axis is used to resolve light frequency. In this way, the disper-
sions along the entrance slit in momentum space can be mapped
out at a time. In addition, the imaging spectroscopy can be re-
placed by a fiber spectrometer, with its optical fiber tip scanning
on the BFP image. The fiber spectrometer is more compact and
lightweight, but not capable of one-shot imaging measurement.

It is worth mentioning the momentum-space range that can
be reached experimentally is determined by the numerical aper-
ture (NA) of the system, and the momentum-space resolution is
related to the real-space size detected by the system and the pix-
els of the CCD detector. In general, a higher momentum-space
resolution requires a larger detected real-space size and smaller
CCD pixels, which should be considered when designing and
building the experimental set-up.

With the phase-resolved measurement part, MSIS can allow
us to meausre the phase information in addition to the amplitude
and frequency distribution. The phase-resolved measurement is
realized by the interference configuration including two opera-
tion modes: wavefront-splitting mode and amplitude-splitting
mode. (1) In the wavefront-splitting mode, the light fields on
the sample image plane is split into two separate waves which
later go together in momentum space, as illustrated in Fig. 4a.
In this mode, a spatial filtering device, generally a double slit,
is placed on the image plane of sample. Then, the superposition
of radiation fields from different sample areas can be detected
and analyzed. If these fields are correlated or coherent with
each other, interference patterns will be observed. Through the
visibility and position of the interference fringes, we are able
to obtain the optical phase information and coherence proper-
ties of the sample. (2) In the amplitude-splitting mode, a laser
beam is split by a beam splitter into two beams, sample beam
and reference beam. As illustrated in Fig. 4b, the sample beam
is focused onto the sample while the reference beam is focused
onto a reference mirror. Then both beams are reflected back
and combined together. From the intensity changes of the su-
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Figure 4: Schematic graph of the phase-resolved measurement configuration:
(a) wavefront-splitting mode with a double slit placed on the sample image
plane; (b) amplitude-splitting mode, with the typical momentum-space images
of reflection from photonic crystal slab sample Is and from mirror Im, as well
as the superimposed image Ism.

perimposed beam, the phase difference between the sample and
the reference mirror can be extracted through two-beam inter-
ference analysis. Using the iso-frequency detection mode and
phase demodulation methods described below, phase informa-
tion can be mapped out in parallel over the momentum space.

2.3. System calibration

In this part, we demonstrate the grating diffraction experi-
ment to calibrate the MSIS system and to show the aberration-
corrected imaging performance. As illustrated in Fig. 5a, a
transmission grating (300 grooves/mm, Thorlabs) is illumi-
nated with white light under the normal incidence. Through the
grating, light is diffracted into several beams travelling in differ-
ent directions. Using the colorful detection mode of the MSIS
system, we captured the color diffraction pattern in momentum
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space. As can be seen in the lower pannel of Fig. 5b, there is
one white spot which is the zero-order beam, and other spots
showing a rainbow of colors, that is, non-zero order beams.
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Figure 5: Grating diffraction experiment. (a) Schematic drawing of the trans-
mission grating; (b) experimentally measured color imaging of diffraction pat-
tern in momentum space from the grating under normal incidence; (c) spectral
diffraction pattern of the grating obtained the spectral imaging mode; (d) the
plot of sin θ as a function of detector pixel position ρ extracted from the mea-
sured spectral pattern in (c).

For a quantitative analysis, we measured the spectral diffrac-
tion patterns along the diffraction direction (yellow dashed line
in Fig. 5b) using the spectral detection mode of MSIS. The mea-
sured result is shown in Fig. 5c. Theoretically, the position of
diffraction peak ρypeak corresponds to the angle θ given by the
diffraction equation [67]

d sin θ = mλ, (3)

where d and m denote the line spacing of grating and diffra bc-
tion order. It can be concluded from Eqs. (2) and (3) that if
the Abbe sine condition is satisfied, ρypeak should exhibit lin-
ear relationship with sin θ as well as λ. As we can see from

Fig. 5c, ρypeak indeed vary linearly with λ. For the further ver-
ification, we extracted ρypeak pixel position and calculated sin θ
values using Eq. (3). As plotted in Fig. 5d, a good agreement
with the linear relation between sin θ and ρypeak can be clearly
observed, indicating that the system achieves good performance
in aberration-corrected imaging. Then we can perform a linear
polynomial fitting, based on which we are able to calibrate the
MSIS system with the relationship between momentum values
and detector pixel position ρ.

3. Applications of momentum-space imaging spectroscopy
in nanophotonic materials

With the experimental setup demonstrated above, the MSIS
system can enable the momentum-resolved and frequency-
resolved measurement, including both intensity and phase in-
formation. In this section, we demonstrate its applications in
nanophotonic materials, including the study of photonic disper-
sions, photonic eigenmodes, coherence properties and phase in-
formation.

3.1. Photonic dispersions
With the capability of high-resolution momentum space mea-

surement, the MSIS system is of great use for the study of pho-
tonic dispersions. As mentioned above, photonic dispersions
describe the energy levels of photonic eigenmodes in momen-
tum space. Generally, a continuous range of allowed energy
levels can be referred to as the energy band, and the range of
energy not covered by any band is called the band gap. For the
systems with well-defined photonic energy bands, it is common
to use photonic band structures as a synonym for photonic dis-
persions. In this part, we characterize the PBGs and 3D band
structures in (ω, kx, ky) of nanophotonic materials, to demon-
strate the performance of MSIS for photonic dispersion mea-
surement.

3.1.1. Photonic band gap
PBGs [2] are the forbidden energy ranges where no propa-

gating modes exist, which have been used for many applica-
tions, including designing special filter, waveguides and reso-
nantors. In experiment, PBGs can be clearly revealed from the
momentum-resolved spectra measured by MSIS. As an exam-
ple, we measured a 1D PhC sample. As illustrated in Fig. 6a,
the sample is made up of SiO2 layers with thickness dSiO2 = 125
nm and TiO2 layers with thickness dTiO2 = 85 nm on the glass
substrate, such that the periodicity a = dSiO2 + dTiO2 = 210 nm.

We first measured its transmission spectrum at k‖ = 0, that
is in the normal direction. As shown in the yellow region in
Fig. 6b, the transmissivity is almost zero at the wavelength
range of 700 to 900 nm, indicating the PBG of the 1D PhC
where light is forbidden to propagate inside the sample and
thus can be totally reflected. In addition, the zero-transmission
caused by PBG is usually angle dependent and polarization de-
pendent. For a further study, we measured the projected dis-
persion diagrams as the polarized momentum-resolved trans-
mission using the spectral detection mode of MSIS. The po-
larized measurement is realized by placing a polarizer in the
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Figure 6: The photonic band gap in the 1D photonic crystal. (a) Schematic drawing of the 1D photonic crystals sample, (b) experimentally measured transmission
spectrum at k‖ = 0, (c) experimental ω(k) dispersion diagram of TE-polarized modes (left side, yellow) and TM-polarized modes (right side, cyan).

momentum-space imaging part of MSIS, as shown in Fig. 3.
As the 1D PhC is isotropic in the plane perpendicular to the
periodic direction, it is enough to have the dispersion diagrams
along one direction. Fig. 6c shows the experimental disper-
sion diagrams along one direction in the form of transmis-
sion. The left side (yellow) shows the s-polarized result indi-
cating TE-polarization modes, and the right side (cyan) shows
the p-polarized result indicating TM-polarization modes. The
shaded gray areas correspond to the modes out of the NA of the
MSIS system. The black region in Fig. 6c where the transmi-
sion is almost zero indicates the PBG. It can be seen that the
frequency range of PBG shows an wavevector-dependent and
polarization-dependent shift, which is in good agreement with
the theoretical analysis [2].

3.1.2. 3D band structures in (ω, kx, ky)
Unlike 1D PhC, most nanophotonic materials, especially

two-dimensional structures, show remarkable anisotropy, re-
quiring the measurement of the photonic dispersions not only
along one direction but also across the 2D (kx, ky) momentum
space. With the ability of 2D opitcal FT and 2D detection,
the MSIS system is capable of measuring the 3D dispersions
in (ω, kx, ky) space. As an example, we measured the 3D band
structures of plasmonic crystal slabs [53] using MSIS. As il-
lustrated in Fig. 7a, the samples studied here are 200-nm-thick
silver films coated with 70-nm-thick periodically corrugated
polymethyl methacrylate (PMMA) (refractive index of 1.5) lay-
ers. The PMMA layers are etched with square (periodicity, 400
nm) and hexagonal (periodicity, 600 nm) array of cylindrical
air holes. Due to the periodicity of PMMA array, the propagat-
ing surface plasmon polaritons (SPPs) show well-defined band
structures [79]. By measuring the photonic dispersions along
different directions using the MSIS system, we obtained the full
band structures in (ω, kx, ky) space of the plasmonic samples.
Fig. 7b shows the 3D plot of measured band structures inside
the first Brillouin zone (FBZ) at visible wavelength within the
NA of the MSIS system.

Specifically, there are two methods to map the 3D band struc-

tures across momentum space. One method is using the spectral
detection mode. We first measure the dispersion diagram along
one direction in momentum space, which is usually a high sym-
metry line. Then by rotating the sample in plane relative to
the entrance slit of the imaging spectrometer, the entire energy-
momentum space could be further mapped out. Fig. 7c plots
some examples of dispersion diagrams along different direc-
tions. Another method for visualizing band structures is using
the iso-frequency detection mode, which enables us to plot the
intersection of a constant-energy plane to the dispersion sur-
faces, namely iso-frequency contour. The 3D band structures
can be constructed from a series of iso-frequency contours mea-
sured over a continuous range of frequencies. Some examples
of measured iso-frequency contours at a few wavelengths are
also presented in Fig. 7c.

Note that the results shown here are limited with the radiative
modes. Combining with a method of compound lattice [80, 81],
the MSIS system can also be used to measure the nonradiative
modes below the light cone. The compound lattice introduces
the periodic weak scattering which can transfer the nonradiative
modes below the light cone to those inside the light cone. More
details about this method can be found in Refs. [80, 81].

3.2. Key features of photonic eigenmodes

In addition to the energy-momentum relations, other key fea-
tures of photonic eigenmodes, such as quality factors and po-
larization states, also play important roles in nanophotonic ma-
terial study. The MSIS system can be used to extract these key
features with the post-processing algorithm based on the tem-
poral coupled-mode theory (TCMT) [3, 82, 83]. In this part,
we demonstrate the extraction of quality factors and polariza-
tion states for the plasmonic sample mentioned above. Note
that the metallic film in the sample is thick enough to avoid
transmission. Thus, only the output channels in reflection are
considered here. TCMT can also be applied on the system with
transmission where there are more channels, about which more
details can be found in Refs. [39, 54, 55, 57, 64, 84].
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3.2.1. Quality factors
Once excited, the photonic eigenmodes can lead to optical

resonances which provide an efficient way to channel light to
the external environment. To describe the rate at which the reso-
nances dissipate their energy, we use the parameter called qual-
ity factor (Q factor), which is a dimensionless quantity describ-
ing the decay rate of energy loss relative to the stored energy.
A higher Q factor [54, 85, 86] indicates a lower energy dissipa-
tion rate, as well as a longer lifetime of the photonic eigenmode.
Typically, in a photonic system, there are several channels for a
mode to dissipate its energy, for example, the radiative channel
to far-field radiation and the non-radiative channel to absorp-
tion. We can define the radiative and non-radiative Q factors
by [2]

Qr ≡
ω0

2γr
, Qnr ≡

ω0

2γnr
(4)

where ω0 is resonance frequency, γr is radiative decay rate and
γnr is non-radiative decay rate. The total Q factor can be then
yielded by

1
Qtot

=
1
Qr

+
1

Qnr
. (5)

To analyze the energy damping properties through different
channels, we use the TCMT [3, 82, 83]

dA
dt

= (−iΩ − Γnr − Γr)A + DT s+, (6a)

s− = Cs+ + DA, (6b)

where A is a column vector containing the amplitudes of opti-
cal modes and matrix Ω represents resonance frequencies and
coupling between these modes. Once excited with the incom-
ing waves s+, optical modes couple with the outgoing waves
s−, with the coupling matrix D. Matrix Γr describes radiation
loss; its diagonal elements {γ j,r}

N
j=1are the radiative decay rates

of the resonances, and its off-diagonal elements couple the res-
onances via radiation. Matrix Γnr describes non-radiative de-
cays due to absorption, and it is assumed to be diagonal with
Γnr = diag(γ1,nr, ..., γN,nr) here. C is the reflection matrix for the
direct (non-resonant) response.

As an example, we have extracted both Qr and Qnr from the
unpolarized momentum-resolved reflection spectra measured
by the MSIS system for the square-lattice plasmonic sample
demonstrated above. With an unpolarized incident light and
with a detector that does not resolve polarization, the measured
reflection is polarization averaged and is given by Tr(r†r)/2,
where r is the polarization-resolved reflection matrix including
both direct and resonant reflections

r =

(
rss rsp

rps rpp

)
. (7)

Through the TCMT, the reflection matrix r at frequency ω is
written as [39]

r = [I − iD(ω −Ω + iΓr + iΓnr)−1D†]C, (8)

where I is a two-by-two identity matrix and C =

exp[i diag(θ(d)
s , θ(d)

p )] can be modeled by the reflection matrix
of a homogeneous dielectric slab [39, 82] on a silver substrate.
Because the metallic film in the sample is thick enough to avoid
transmission, the extinction equals one minus reflection, given
as

Ext = 1 −
Tr(r†r)

2
. (9)

For the purpose of extracting quality factors, the detailed po-
larization information is not important, and to a good approx-
imation one can treat each resonance as coupling either to the
s polarization only or to the p polarization only. Under this
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Figure 8: Quality factor analyses for band 2. (a) Experimental extinction
spectra (colorful dots) and fitting curves with the temporal coupled-mode theory
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distributions of extracted values of Qr, Qnr and Qtot along Γ − X direction; (c)
the momentum-space distribution of extracted Qr inside FBZ above the light
cone. Parts (a)−(c) are from Ref. [53].

assumption, inserting Eq. (8) into Eq. (9) yields the extinction
spectrum as a function of frequency ω

Ext = 1 −
1
2

∣∣∣∣∣1 − fs

1 + fs

∣∣∣∣∣2 +

∣∣∣∣∣∣1 − fp

1 + fp

∣∣∣∣∣∣2
 , (10)

where

fs ≡
∑
j∈s

iγ j,r

ω − ω j + iγ j,nr
, fp ≡

∑
j∈p

iγ j,r

ω − ω j + iγ j,nr
. (11)

∑
j∈s denotes a summation over the resonances that couple to s

polarization, and similarly for
∑

j∈p.
By fitting the experimentally measured extinction spectra to

Eq. (10), the radiative and non-radiative decay rate can be ex-
tracted, and then the Q factors can be calculated by Eqs. (4) and
(5). Fig. 8 shows Q factor analysis results for the lowest band
plotted in the upper panel of Fig. 7b (hereinafter referred to as
band 2). Some examples of measured extinction spectra (col-
orful dots) and fitting curves (black lines) are shown in Fig. 8a,
from which it can be seen that they are in good agreement. The
extracted values of Qr, Qnr and Qtot along Γ − X direction are
plotted in Fig. 8b. While both Qnr and Qtot are no more than
120, Qr can be up to 105 and even diverging. The diverging
Qr means the optical mode is decoupled from the free space
and is so-called bound state in the continuum (BIC) [54, 87].
As demonstrated above, the MSIS system is capable of mea-
suring spectral information across the 2D (kx, ky) momentum
space, from which the momentumn-space distribution of Q fac-
tors can be attained. As shown in Fig. 8c, the momentum-space
distribution of radiative Q factors of band 2 has been mapped
out, where five BICs are clearly observed.

3.2.2. Polarization states
Another key feature of photonic eigenmodes is their polar-

ization. The polarization state can be characterized by a set
of coupling coefficients D = (ds, dp)T which describe the cou-
pling of the mode to s- and p-polarized radiation in the far field.
In recent years, there’re increasing attentions attracted to the
study of polarization state, as it is related to the novel photonic
phenomena like BIC [38, 53, 56], and drives the novel appli-
cations of nanophotonic materials on polarization engineering
and beam shaping including wavefront control and optical vor-
tex generation [57, 64]. Thus, it is needed to extract the polar-
ization states in experiment.

Using the MSIS system, we can measure the polarization-
dependent momentum-resolved spectra, from which we can ex-
tract the polarization states based on TCMT. As an example, we
analyzed the polarization states on band 2 in the upper panel of
Fig. 6b [53, 84]. We use unpolarized illumination and place
a polarizer to measure the polarization-dependent spectra. The
polarizer is oriented facing ẑ direction with its transmission axis
pointing along α̂, with α̂ · ẑ = 0. For light incident along k̂, the
polarizer projects the electric field onto an effective transmis-
sion axis [53, 88]

t̂ =
k̂ × (α̂ × ẑ)

|k̂ × (α̂ × ẑ)|
, (12)

which is essentially a projection of α̂ along the ẑ direction onto
the ŝ–p̂ plane. Then the detected k̂-direction flux with a polar-
izer is I(E+, k̂, α̂) = |t̂ · E−|2 (E+ and E− are incident and re-
flected waves). Note that in the case of unpolarized incidence,
we need to average over randomly polarized incident fields.
Then we can obtain the relationship between the polarization-
dependent extinction Ext and reflection matrix r

Ext(k̂, α̂) = 1 −
∥∥∥(t̂ · ŝ, t̂ · p̂)r

∥∥∥2
. (13)

Assuming only one resonance contributes within the frequency
range of interest and inserting Eq. (8) into Eq. (13), we get

Ext(k̂, α̂) =
2γnr|t̂ · ~d|2

(ω − ω0)2 + (γr + γnr)2 , (14)

where ~d = ds ŝ + dp p̂ and t̂ is defined in Eq. (12). When
the polarizer angle α̂ is at 0◦, 45◦, 90◦ relative to k̂‖, we have
α̂ = k̂‖, (k̂‖ − ŝ)/

√
2, ŝ, respectively, and the effective trans-

mission axis t̂ is p̂, [(k̂‖ − ŝ) cos θ − ẑ sin θ]/[
√

1 + cos2 θ], ŝ, re-
spectively. From Eq. (14), we get

Ext0◦∣∣∣dp

∣∣∣2 =
Ext45◦∣∣∣dp − ds cos θ

∣∣∣2 /(1 + cos2 θ)
=

Ext90◦

|ds|
2 , (15)

where θ = arccos(k̂ · ẑ) ∈ [0, π/2] is the reflected (or incident)
angle. Solving Eq. (15) yields

|ds|
2

|dp|
2 =

Ext90◦

Ext0◦
, (16)

cos θsp =
<(d∗sdp)∣∣∣dsdp

∣∣∣ =
Ext0◦ + Ext90◦ cos2 θ − Ext45◦ (1 + cos2 θ)

2 cos θ
√

Ext0◦Ext90◦
,

(17)
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tion of phase difference cos θsp between s and p components (upper panel) and
measured polarization ellipses (lower panel). Parts (a)−(b) are adapted from
Ref. [53].

where we define θsp ≡ arg
(
ds/dp

)
as the phase difference be-

tween s and p components. When cos θsp = 0, it corresponds
to the linear polarization. For the case where cos θsp is not zero,
we can use the circularly polarized incident light to further re-
solve whether it is left-handed (LH) or right-handed (RH). The
mode with the LH polarization state can give a stronger re-
sponse to the LH incidence, and vice versa. In experiment,
a waveplate can be added to generate the circularly polarized
incidence. Based on the responses under the LH and RH inci-
dences, the polarization states can be fully resolved.

The results for band 2 are shown in Fig. 9. In Fig. 9a, we plot
the distribution of |ds|,

∣∣∣dp

∣∣∣, |d45| and |d−45| inside FBZ, which
can be derived from Eqs. (15) and (16). Then the phase dif-
ferences cos θ, determining the deviation from linear polariza-
tion, can be yielded by Eq. (17). In Fig. 9b, the momentum-
space distribution of cos θ (upper panel) and polarization el-
lipses (lower panel) have been plotted. Five polarization vor-
tices are observed, which have been proved to be the topologi-
cal nature of BICs mentioned above [38, 53, 56].

Note that we can not only extract the polarization states
of photonic eigenmodes, but also analyze the polarzaition re-
sponses of the sample which is important for the polarization
conversion and beam shaping. More details about the polariza-
tion response analyses can be found in Refs. [57, 64].

3.3. Coherence properties and phase information

With the phase-resolved measurement part, MSIS can also
allow us to meausre the phase information in addition to the in-
tensity distribution. Here, we demonstrate its applications in the
study of the coherent fluorescence emission of hybrid photonic-
plasmonic crystals [58], optical phase shifting caused by SPP
modes and guided resonance modes.

3.3.1. Coherence properties
Coherence properties [67, 89] are generally divided into two

kinds: temporal and spatial coherence property. They describe
correlations between electric fields at different times and loca-
tions respectively, which are in close association with many
features of nanophotonic materials, like frequency selectiv-
ity [24, 90] and directionality effect [58]. The MSIS system,
we can obtain both temporal and spatial coherence properties.
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Figure 10: Coherence property analyses for the hybrid nanophotonic material.
(a) Schematic drawing of the hybrid photonic-plasmonic crystal sample and
scanning electron microscope (SEM) image; (b) experimental angle-resolved
fluorescence emission spectra of p- (left, red) and s- (right, blue) polarization
along Γ− J direction, with the spectra at 0◦ plotted on the right side; (c) the plot
of emission intensity as a function of emission angle around 597 nm without
(upper panel) and with (lower panel) double-slit; (d) angle-resolved p-polarized
emission spectra of the sample with double-slit (left) and single-slit (right).
Parts (a)−(d) are from Ref. [58].

Here, we used a hybrid photonic-plasmonic crystal sample as
an example [58]. As shown in Fig. 10a, the sample is composed
of monolayer array of polystyrene (PS) spheres with 500-nm di-
ameter on the 200-nm thick Ag thin film, covered with a nomi-
nal 50-nm thick fluorescent-molecular (S101)-doped polyvinyl
alcohol (PVA) layer. This hybrid nanophotonic material sup-
ports photonic eigenmodes characterized by complex photonic
dispersions. Fig. 10b shows the measured angle-resolved fluo-
rescence emission spectra of p- (left) and s- (right) polarization
along Γ− J direction, where enhanced fluorescence emission is
observed along the dispersion.
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Figure 11: Angle-dependent phase shifting effect caused by SPP modes. (a) Schematic drawing of the plasmonic crystal sample with ribbon array (upper panel)
and the placement of double slit (lower panel); (b) experimental dispersion diagram along Γ − X direction; (c)(d) the simulated (upper panel) and experimental
(lower panel) results of reflectivity and reflection phase distribution in spectrum space under the incidence of (c) 0◦ and (d) 1.4◦; (e)(f) experimental angle-resolved
spectra with double-slit under the incidence of 0◦ (left) and 1.4◦ (right).

We firstly studied the temporal coherence property for the
optical-mode modified fluorescence emission. Based on the co-
herence theory [89], the degree of temporal coherence is re-
lated to the spectral linewidth of emission light, indicating how
monochromatic a light source is. As plotted in Fig. 10b on the
right side of the angle-resolved spectra, the fluorescence emis-
sion spectra at zero emission angle (along red and blue dashed
lines) were selected. The red and blue parts are emission with
the photonic-plasmonic structure, while the black ones are the
emission without structure (just flat S101-doped PVA layer with
the same thickness on top of the silver surface). It is clear that
the fluorescence emission without structure (black ones with 37
nm bandwidth) is broader than that with structure (colored ones
with 9 nm bandwidth). Calculating the coherence time by one
over the spectral width in units of frequency, it is indicated that
the quasi-two-dimensional hybrid photonic-plasmonic crystal
material has produced around 4-time increase of coherence time
for the fluorescence emission. Like the relationship between
temporal coherence and frequency spectral linewidth, the spa-
tial coherence is strongly related to the bandwidth of wavevec-
tor spectrum. To experimentally investigate it, the emission in-
tensity as a function of the emission angle (along the yellow
dashed line in Fig. 10b) at 597 nm, the center wavelength of
the optical mode around Γ point, has been plotted and shown in
the upper panel of Fig. 10c. The full width at half-maximum
for p-polarization (red) is smaller than that for s-polarization
(blue), indicating a larger mode volume in sample space that
p-polarized emission has.

The wavefront splitting interference configuration has been
used for a further study on the spatial coherence property.
Fig. 10d shows the angle-resolved p-polarized emission spectra

of the sample with double-slit (left), as well as that with single-
slit of the same slit width (right). The double-slit used here has
a equivalent slit separation of 7 µm on sample plane, as well
as a slit width of 2 µm. It can be seen that clear interference
fringes can be observed with double-slit, while no fringes have
been observed with single-slit. This is a direct evidence of a
long-range spatial coherence of the emission field on sample
plane. For different polarization cases, we measured the angle-
dependent intensity distributions for p- and s- polarization at
597 nm, as plotted in the lower panel of Fig. 10c. The inter-
ference fringe from p-polarization emission is clear while from
s-polarization emission nearly no fringes can be observed. It
indicates a longer coherence length for p-polarized emission,
which is in agreement with the result obtained above. Based
on the double-slit size parameters, the interference fringe peaks
are expected to be at about ±5 degree, in a good agreement
with the experimental interference results in Fig. 10c, d. Note
that there’re small vertical fringes in Fig. 10d which are much
denser than the interference fringes. They came from the noise
signals on the images.

3.3.2. Phase responses
Due to the wave nature of light, it is common to use complex

coefficients to describe differences between incident and emer-
gent light for optical materials [67, 91]. For example, complex
reflection coefficient is defined as the ratio of complex ampli-
tudes of reflected wave Er to that of incident wave Ei, given
as

Rc =
Er

Ei
= Rceiφ, (18)
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whose squared modulus |Rc|
2 gives the reflectivity and complex

phase φ is associated with optical phase change upon reflection.
Notably, Rc is in general dependent on the angle and polariza-
tion. Therefore the reflection coefficient Rθ

σµ of µ-polarized in-
cident wave reflected into a σ-polarized wave along θ direc-
tion is more in use [92]. The analyses of angle-dependent
and wavelength-dependent reflection coefficient Rθ

σµ, espe-
cially its phase factor, play an important role in the study of
light modulation using nanophotonic materials, including met-
alens [61, 62, 93] and polarization conversion [64, 92, 94]. For
that reason, it is important to measure the phase information
in an angle-resolved, that is momentum-resolved, manner. In
this part, we demonstrate the phase measurement performed by
the MSIS system using wave-splitting and amplitude-splitting
configurations respectively.

We can use the wave-splitting configuration to measure the
phase distribution in spectrum space. As an example, we mea-
sured a plasmonic sample, which is the 200-nm-thick silver
substrate coated with PMMA ribbon array (periodicity, 550 nm;
PMMA thickness, 70 nm), as illustrated in, the upper panel of
Fig. 11a. The angle-resolved reflection spectra along Γ − X
direction have been experimentally measured and plotted in
Fig. 11b, where reflection dips resulted from the excitations of
SPP modes are observed. It is known that not only the intensity
but also phase can be modulated by the optical modes [95, 96].
In the upper panel of Fig. 11c and d, we plot simulated reflec-
tion spectra (black line) and phase distribution (cyan cube) at
0◦ and 1.4◦, calculated using the finite-difference-time-domain
method. Phase shifts are observed at the wavelengths of re-
flection deeps, indicating the angle-dependent and wavelength-
dependent phase modulation by SPP modes.

Then we used the wave-splitting interference mode and spec-
tral detection mode of MSIS to measure the angle-dependent
and wavelength-dependent reflection phase. As illustrated in
the lower panel of Fig. 11a, a double-slit is placed on the image
plane of sample. One slit was located on the ribbon-array area,
while the other was on the reference area (the flat PMMA layer
with no structures). The reflected fields from the two selected
areas can be superimposed in the momentum space. Here, the
supercontinuum laser is used as the incident light, so that these
fields are coherent with each other and interference patterns can
be observed by the detected spectrometer. The phase difference
between sample and reference areas ∆φrs can be extracted from
the position of interference fringes. Specifically, to measure
the phase distribution at 0◦, the incident light is limited in the
normal direction. The experimental angle-resolved spectra are
plotted in Fig. 11e, where a fringe shift is observed near 655
nm, corresponding to the reflection deep in Fig. 11b. The ex-
act phase value can also be extracted. At a wavelength of λ,
constructive interference occurs where

d sin θ
λ

+ ∆φrs = 2πn. (19)

Here n denotes the interference order. d is the equivalent
double-slit separation on the sample plane and ∆φrs is the phase
difference between sample and reference areas. From Eq. (19),
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Figure 12: Reflection phase of the photonic crystal slab sample at 532 nm. (a)
Schematic drawing of the photonic crystal slab sample with ribbon array; (b)
experimental dispersion diagram along Γ − X direction; (c), (d) the measured
intensity ratio Is/Im (left panel) and reflection phase (right panel) distribution
in momentum space, with the same polarization of excitation along ky and dif-
ferent polarization of detection along ky (c) and kx (d).

we can get

d =
2πλ

sin θn − sin θn−1
, (20)

where sin θn and sin θn−1 represent the angles of constructive
interference at order n and n + 1. Then ∆φrs can be given as

∆φrs = 2πn −
d sin θn

λ
. (21)

The extracted ∆φrs distribution in spectrum space is plotted in
the lower panel of Fig. 11c as the orange circles, in agree-
ment with the simulation results shown in the upper panel. Be-
sides, changing the angle of incident light, the phase response
in the oblique direction has also been analyzed. Fig. 11f shows
the experimental angle-resolved spectra under the incidence of
1.4◦. Two shifts of interference fringes are observed at around
635 and 660 nm. The extracted reflection phase distribution is
shown in the lower panel of Fig. 11d, which agrees with the
simulation results shown in the upper panel.

We can also use the amplitude-splitting interference mode
and isofrequency detection mode to capture the phase distribu-
tion over the 2D momentum space. As an example, we mea-
sured the phase response with different polarization in momen-
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Figure 13: The applications of the omentum-space imaging spectroscopy in the study of zero-index metamaterials (a)−(c) [14] and the self-collimation and local-
ization effect near the photonic band edge (d)−(f) [80]. (a) Iso-frequency contours of air and a low-index metamaterial, illustrating angularly selective transmission
due to conservation of the wave vector parallel to the surface; (b) Simulated dispersions of the zero-index metamaterials; (c) Momentum-space images of a beam
passing through the fabricated zero-index metamaterial within the low-index band: angularly selective transmission can be observed in the y-direction due to the
low effective index, and the last image shows the illumination beam which is uniform intensity over the measured angular range. (d) The energy band diagram
where the red rectangle at the M point highlights the region of interest and the shaded region shows the light cone; (e) Collection of the information via the folding
of the iso-frequency contours into the light cone; (f) The scanning electron micrograph of the sample and the momentum-space images near the first band edge for
increasing reduced energy where the red arrow indicates the direction of the light excitation and the dashed white contours are theoretical iso-frequency contours;
the last figure shows the experimental and theoretical dispersion band diagram. Parts (a)−(c) are from Ref. [14], Copyright c© 2013, Springer Nature. Parts (d)−(f)
are from Ref. [80], Copyright c© 2009 American Physical Society.

tum spacet of a PhC slab. The sample is a ribbon array of
SiN structure (nSiN = 2.0, thickness 100 nm, periodicity a =

360 nm) on the SiO2 substrate, as illustrated in Fig. 12a. The
guided resonance modes in PhC slabs can significantly affect
their optical responses of externally incident light, in terms of
both intensity and phase. The dispersion diagram along Γ − X
direction, in the form of transmission, has been measured and
plotted in Fig. 12b.

For the phase measurement, we used a 532-nm laser beam
as the light source and introduce polarizers before beam split-
ter and CCD camera in order to control the polarization of
both excitation and detection. We firstly studied the reflec-
tion with the polarization of excitation and detection along ky.
The reflection-intensity distributions in momentum space from
sample (Is) and reference mirror (Im) have been measured sep-
arately. The ratio of Is and Im are plotted in the left panel of
Fig. 12c, from which four resonance strips can be observed.
Two of them with larger |ky| are clearly evident, while the other
two are barely perceptible, which indicates different polariza-
tion states of these optical modes. To obtain the phase informa-

tion, we then measured the superimposed intensity Ism reflected
from sample and mirror. The cosine value of the phase differ-
ence between them can be yielded by

cos φsm =
Ism − (Is + Im)

2
√

IsIm
. (22)

To further extract the φsm value, we can use two methods. One
method is using the acousto-optic modulator or the piezoelec-
tric stage to introduce the temporal phase modulation. Then
the phase value can be obtained by the phase shifting algo-
rithms [97] such as the Carré algorithm [98]. Another method
is tilting the reference beam to introduce spatial phase shifting
with fringe patterns in detection plane. Then we can use spatial
phase demodulation methods like FT method [64, 99] to extract
phase values.

The extracted reflection-phase distribution in momentum
space is plotted in the right panel of Fig. 12c, from which the
remarkable phase shifts can be observed near the guided reso-
nance modes. By rotating the polarizer before CCD camera, the
polarization of detection was adjusted to be along kx, perpen-
dicular to the polarization of excitation. Then we measured the
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reflection intensity from sample and mirror separately, and plot-
ted intensity ratio Is/Im distribution in the left panel of Fig. 12d,
where all the four resonance stripes can be obviously observed.
The high intensity ratio values on resonances indicate the polar-
ization conversion caused by guided resonance modes. We then
extracted reflection phase values from Eq. (22), and plotted the
phase distribution in the right panel of Fig. 12d, which shows
greater reflection-phase changes compared to Fig. 12c.

3.4. More novel light propagation effects in nanophotonic ma-
terials

Nanophotonic materials offer unprecedented flexibility for
manipulating the light propagation and have distinct physi-
cal properties, such as the ability to access near-zero [14,
100–102] or negative refractive index [73, 74, 103], self-
collimation [104–107] and light localization [80, 108]. In this
section, we review the recent works of using MSIS technique to
exhibit novel light propagation effects in nanophotonic materi-
als including metamaterials and photonic structures.

As an example, Fig. 13a−c shows the application of
momentum-space imaging in the study of zero-index metama-
terials by Moitra et al. [14]. The zero-index metamaterial here
consists of 200-µm−long silicon rods that support electric and
magnetic resonances, and are separated by a low-index mate-
rial — silicon dioxide. As illustrated with the iso-frequency
contours depicted in Fig. 13a, the wave vector is restricted
to extremely small values in a low-index metamaterial. As a
result, light incident at high angles with ky,0 > |kZIM| is re-
flected while near-normal incident light ky,0 < |kZIM| is trans-
mitted. This effect is evident in the simulated transmission dis-
persion diagrams as shown in Fig. 13b, indicating the material
exhibits near-zero index. To prove it experimentally, the sam-
ple was illuminated by the incident light with angles upto 58.2◦.
The experimental momentum-space imaging result is shown in
Fig. 13c. Within the low-index region between 1400 and 1475
nm, tighter confinement of ky is observed with progressive low-
ering of the refractive index, in agreement with the simulated
data.

In addition to the effect of near-zero refractive index, Thomas
et al. have used the momentum-space imaging to investigate
the self-collimation and localization effect near the photonic
band edge, as shown in Fig. 13d−f [80]. To measure the iso-
frequency contours near the boundaries of the FBZ, a prop-
erly designed 2D probe grating was used to provide the re-
ciprocal vectors ~G to transfer the dispersion below light cone
into the far field, as illustrated in Fig. 13e. The measured
momentum-space images are shown in Fig. 13f. It can be seen
that the iso-frequency contours are almost squares in the fre-
quency range of u = a/λ < 0.28, indicating the self-collimation
effect where the light propagates without diffraction. When ap-
proaching the band edge, the iso-frequency contours become
more homogeneous, evolving toward circles with decreasing
radii. At the band edge where u = 0.28323, the iso-frequency
contour turns into a spot with a wider spread than the linewidth
of iso-frequency contours in the self-collimation regime. The
linewidth broadening in momentum space indicates the transi-
tion from extended to localized modes, which is related to the

theoretically lower group velocity in the upper part of the 2D
band shown in the last figure of Fig. 13f.

3.5. Structual color
In this section, we demonstrate the ability of MSIS to vi-

sualize the iridescence effect for structural color materials, to
demonstrate its potential application in nanophotonic products.

Vertical viewOblique view

(f)(e)

1µm 2 mm

(a)

(b)

(c)

(d)

Figure 14: Directly color imaging in momentum space. The composite struc-
ture combining 2D photonic crystal and Fabry-Perot cavity: (a) scanning elec-
tron microscope image and schematic drawing of the sample, (b) schematic
graph of the Janus optical effect, (c) optical photos of different colors brought
by the sample when incident under around 25◦, (d) the color imaging in mo-
mentum space of the composite structure under 25◦ incident where red rectan-
gle is an enlarged diffraction spot. The anti-counterfeit labels: (e) upper panel:
the image of an 100-Yuan banknote, lower panel: optical photos of the anti-
counterfeit labels from a vertical view and oblique view; (f) the color distribu-
tion in momentum space. Parts (a)−(d) are from Ref. [109], Copyright 2018
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

We first show the result of a composite structure combining
2D colloidal crystal and Fabry-Perot cavity, which can produce
high saturated coloration [109]. The sample is composed of
polymer-spheres (diameter: 300 nm) monolayer on the silicon
wafer with a 270-nm-thick SiO2 layer, as shown in Fig. 14a.
The SEM image in the upper panel clearly shows that polymer-
spheres are hexagonal closely packed. The composite structure
performs structural color as illustrated in Fig. 14b. In the irides-
cent zone, the diffuse light produces high-contrast color flicker.
With the incident angle of 25◦, Fig. 14c displays optical photos
of the sample from different view angle. As the view angle in-
creases from around 15◦ to 70◦, it shows different metallic col-
ors from purple to pink. While these photos required multiple
shots, the MSIS is capable of showing the iridescence effect in
one shot. Using the colorful detection mode, the color imaging
of momentum space was recorded for the sample when the in-
cident angle is 25◦, and presented in Fig. 14d. It clearly shows
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that the reflection spot is white while the diffraction spots are
colorful, which provides a visual presentation of the structural
color response of the composite structure. In addition, the three
spots form an equal-lateral triangle reflecting the hexagonally
packed structure of polymer-spheres.

Then we measured a strctural-color sample in daily life, an
100-Yuan banknote as shown in Fig. 14e. The anti-counterfeit
labels are lined up at the right side, with an obvious angle-
dependent structural colors. As shown in the lower panel of
Fig. 14e, from a vertical view they perform a pink color, while
a green color is performed from an oblique view. Under the
incidence of converging white light, the reflection from an anti-
counterfeit label has been studied using the colorful detection
mode of the MSIS system. As shown in Fig. 14f, the color
changes from red at the center gradually to green on the perime-
ter in momentum space, in good agreement with the lower panel
of Fig. 14e. Additionally, the color distribution is isotropic, dif-
ferent from Fig. 14d, which indicates that there is no pale zone
and from each direction the anti-counterfeit labels on the ban-
knote always show the iridescent effect.

4. Summary and prospects

Based on the optical FT, the MSIS system can provide ef-
ficient ways to detect the frequency distribution in momentum
space. In this review, we have described the working mech-
anism and principles of the MSIS technique and presented
its applications in the study of nanophotonic materials. The
aberration-corrected setup equipped with 2D detectors enables
the MSIS system to capture the high-resolution photonic dis-
persions at one shot. Using post-processing algorithms based
on the coupled mode theory, the key features of photonic eigen-
modes, such as quality factors and polarizaiton states, can be
extracted from the experimental data measured by the MSIS
system. It has played a key role for the study of novel photonic
phenomena like BIC, as well as the applications of nanopho-
tonic materials on polarization engineering. Using the inter-
ference configurations, the MSIS system can be used to study
the coherence properties and phase responses of nanophotonic
materials, which is important for both fundamental and ap-
plied researches. Furthermore, the MSIS technique has be-
come a powerful tool to characterize and understand the novel
light propagation effects in nanophotonic materials, including
the near-zero refractive index, self-collimation and light local-
ization. Moreover, the colorful detection mode of the MSIS
can directly visualize the iridescent effect in momentum space,
showing great potential for practical applications.

Looking forward, there remains substantial scope to improve
the capabilities of the MSIS technique. The MSIS technique
has been successfully used to study PBGs and more com-
plex band structures in (ω, kx, ky) space. However, it is still
a great challenge to map the photonic bands in 3D momen-
tum space (kx, ky, kz). While (kx, ky) can be retrieved owing
to the conservation of the surface-parallel component of mo-
mentum, the surface-perpendicular component kz cannot be di-
rectly measurable as it is distorted and no longer conserved.

Similarly, in electronic systems, kz is also not conserved be-
cause the surface of the material necessarily breaks the trans-
lational symmetry in this direction and introduces the inner
potential V0 [110]. Thankfully, V0 can be determined from
photon-energy-dependent measurements by fitting the experi-
mental periodicity along the kz direction [111, 112]. Using the
angle-resolved photoemission spectroscopy (ARPES) [110], kz

can still be extracted with a nearly free-electron approximation
for the final states which is a reasonable approximation for a
sufficiently high photon energy [111, 113]. In comparison, the
surface effects in nanophotonic systems are more complicated.
It is hard to directly access to the bulk band structures using
such a well-defined parameter as V0 and relation as the free-
electron approximation. It is very worthy of further study to ex-
plore a way for mapping the photonic bands in (kx, ky, kz) space.

So far, the applications that we have discussed are primar-
ily focused on characterizing the novel properties and effects
in nanophotonic materials. With the rapid development of nan-
otechnology and nanomaterials, there are other important sce-
narios demanding more accurate and precise measurements,
such as the metrological analysis. To this end, the MSIS system
components like mirrors and lenses should be carefully selected
in terms of the working wavelength and phase or polarization
responses to satisfy the particular measurement need. Further-
more, for the metrological measurement, one of the most im-
portant property is its traceability [114]. It is worth being fur-
ther investigated to establish the traceability of the MSIS sys-
tem from the establishment of an unbroken chain of calibrations
to the standard reference materials.
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[98] P. Carré, Installation et utilisation du comparateur photoélectrique et
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emission chirality of microlasers, Nat Photonics 13 (2019) 283–288.
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